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Abstract: Selecting the appropriate undergraduate program is a critical decision for students. Many
elements influence this choice for secondary students, including financial, social, demographic, and
cultural factors. If a student makes a poor choice, it will have implications for their academic life as
well as their professional life. These implications may include having to change their major, which
will cause a delay in their graduation, having a low grade-point average (GPA) in their chosen major,
which will cause difficulties in finding a job, or even dropping out of university. In this paper, various
supervised machine learning techniques, including Decision Tree, Random Forest, and Support
Vector Machine, were investigated to predict undergraduate majors. The input features were related
to the student’s academic history and the job market. We were able to recommend the program
that guarantees both a high academic degree and employment, depending on previous data and
experience, for Master of Business Administration (MBA) students. This research was conducted
based on a published research and using the same dataset and aimed to improve the results by
applying hyper-tuning, which was absent in previous research. The obtained results showed that our
work outperformed the work of the published research, where the random forest exceeded the other
classification techniques and reached an accuracy of 97.70% compared to 75.00% on the published
research. The importance of features was also investigated, and it was found that the degree percentage,
MBA percentage, and entry test result were the top contributing features to the model.

Keywords: recommendation system; educational data mining; machine learning; undergraduate
program forecasting; support vector machine; decision tree; random forest

1. Introduction

Most high school graduates are unsure of which university major to pursue once they
complete their studies [1,2]. Determining the appropriate major for high school graduates
is a challenging decision. Many aspects affect this decision, including a lack of experience at
this age in making such important choices. In addition, an important factor is the lack of an
in-depth understanding of the discipline to be studied. Students use internet searches and
friends’ recommendations in their decisions. Moreover, the socio-economic background
of the family is a great influence [3]. Typically, people seek guidance and support from
teachers, relatives, and coworkers. However, opinions are subjective and based on personal
experience and often do not fully consider students’ preferences [1]. It is important to
choose a university major that matches the student’s capabilities, such as the ability to
remember and understand, visual and emotional intelligence, and physical abilities. The
future of the student is typically determined and shaped by the specialization he/she
chooses upon joining the university. Although it is crucial to identify students’ passions
and prepare them for their future careers, student specialty selection has not received
much attention in educational research. The problem of choosing a university major is
a global educational issue. For example, approximately 30% of first-year students in the

Appl. Sci. 2022, 12, 12525. https://doi.org/10.3390/app122412525 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app122412525
https://doi.org/10.3390/app122412525
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-4112-9500
https://doi.org/10.3390/app122412525
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app122412525?type=check_update&version=1


Appl. Sci. 2022, 12, 12525 2 of 14

United States do not return after their first year due to the wrong major choice, costing
taxpayers over USD 9 billion per year [3]. Statistical evidence has revealed that many
students continue to fail in their university courses despite receiving family support and
having good work ethic; this failure is linked failure to select a suitable faculty/major that
is appropriate for their abilities and skills [4].

Choosing a university major is therefore important and affects students’ future; current
choice mechanisms are random and non-systematic and often ignore student preferences.
It is well known that a person’s desire for something is insufficient to propel him or her
to success. Not everyone who wants to work in commerce, industry, or another field is
successful [4]. Many have spent time and money pursuing fields that are incompatible
with their skills and abilities. Thus, a smart recommendation system can be a useful tool to
guide students in choosing their university majors in relation to qualifications, interests,
capabilities, labor market needs, and employment rates. As a result of the influence of
AI, we have seen incredible technological development in a short amount of time [5];
computers, robots, and other artifacts now possess human-like intelligence that is defined
by cognitive skills, understanding, adaptability, and decision making, thanks to the field
of research known as artificial intelligence [6]. There is a branch of artificial intelligence
known as machine learning (ML); retraining existing models to improve performance is a
common practice among developers, and this often incorporates machine learning. Linear
data are ideal for machine learning. Machine learning performs well with less data but not
with massive amounts of information. The model is trained using one of three primary
machine-learning techniques. In order to learn from data, supervised machine learning
requires the assistance of a human supervisor as well as the existing data. Without human
oversight, unsupervised machine learning can take place. The use of machine learning
with reinforcement is declining. These algorithms learn the best data from the past and
use it to make correct decisions [7]. The current growth of artificial intelligence (AI) is
a result of developments in machine learning. Rather than relying on extensive human
programming, ML employs techniques that enable self-learning machines to explore data
and complete tasks. So, we can apply the advantages of AI to help with decision making
and to assess students’ ability to choose their major and be confident about their choices.
Recommendation systems (RSS) have evolved to help pupils determine what it is they want
to study. A student’s success in their field of study may be significantly enhanced by this
method. Students’ levels of knowledge, competencies, gender, job experience, and styles of
learning all have a role in how RSS are used in education, based on the use of AI and ML
techniques. AI is outlined as “the engineering and science of mimicking, extending, and
enhancing human intelligence via artificial means and methods for producing intelligent
machines [8]. However, we do not trust such important choices to an automated machine;
rather, we consider algorithmic knowledge for solving specific types of problems. For
example, they can monitor real-time systems, write life insurance, and perform a variety
of other tasks that previously required human expertise [4,9]. In addition, such systems
are extremely useful to students when deciding on a university specialization because
they analyze students’ personality and abilities while also introducing them to market
demand [10].

This system is a resource to aid the students in making intelligent choices for them-
selves. Learning success, specialized training, improved student performance, and self-
evaluation were all significantly aided by the incorporation of expert systems into educa-
tional advice [11].

In this research work, we aim to introduce an intelligent recommendation system to
assist students in selecting the most appropriate university major based on prior knowledge
and information, including students’ past performance, labor market data, student marks,
student behavior, expected salary after graduation, student experiences, and the applicant’s
gender. To achieve this, different ML algorithms were used and investigated, including
the decision tree classifier (DTC), support vector machine (SVM), and random forest (RF)
classifiers. The main contributions of this paper are twofold: (1) finding the best ML
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classifier that produces the most accurate prediction of the student major selection using
the above-mentioned features, and (2) identifying the most significant features in predicting
student majors.

The rest of this paper is organized as follows. Section 2 discusses the related work.
The Materials and Methods are explained in Section 3. Section 4 presents the obtained
classification results, followed by a comprehensive discussion. Finally, the findings and
future work are summarized in Section 5.

2. Literature Review

Many research studies have been conducted support students in their decision to select
the appropriate major at university [3]. This is achieved by introducing recommendations
and decision support systems based on different supervised ML techniques and based
on student data, such as academic history, absences, and tendencies. Some research has
used the K-Nearest-Neighbor (KNN) algorithm as the highest accuracy algorithm for
this classification problem [12]. In particular, the authors in [13] developed the King
Abdelaziz University Recommendation System (KAURS), which is a recommendation
system to predict and suggest a suitable major for students based on their abilities and
marks in their preparatory year. In this study, the KNN algorithm was used to predict
the appropriate major. The validation for the system was performed using the k-fold
cross-validation, which resulted in 74.79% accuracy. In addition, the researchers in [12]
proposed a recommendation system that aims to improve student outcomes by suggesting
a number of appropriate majors (n) utilizing the KNN approach; the researchers measured
the percentage of students who had their major as the n recommended major based on
students with similar courses and performance using adjusted cosine distance. However,
this could not determine whether the major was suitable for the student; to confirm this,
another measurement was used to check if the student’s performance was at or above the
average performance in this specialty. The system obtained an accuracy of 67%. Another
recommendation system was introduced by the authors in [14] using KNN to recommend
the branch, followed by collaborative filtering for recommending the college, based on the
student’s score.

The Naïve Bayes (NB) classifier has been adopted in many recommendations systems.
For instance, the authors in [15] tested a number of classifiers; their model mainly relied
on additional data along with the student information, such as the number of absences, to
determine the students’ orientation. After evaluating the classifiers on this data, the NB
obtained the best classification result, reaching an accuracy of 92.1% compared to 90.37%
for the Neural Networks (NNs) and 88.13% by the SVM. Similarly, Naïve Bayes had a
higher accuracy than SVM in [16], at 93%.

Artificial Neural Network (ANN) has been used in this research field. The study [17]
evaluated Artificial Neural Network (ANN), Decision Tree Classifier (DTC), Support Vector
Machine (SVM), and Naive Bayes using the accuracy, F1-Measure, precision, and recall
metrics. The results showed that the ANN algorithm outperformed the other algorithms,
with an accuracy of 79%.

Another algorithm that has achieved relatively promising classification rates in major
prediction is the RF algorithm. As part of the binary classification, the researchers in [18]
implemented an ML model to predict student paths using Logistic Regression (LR), Random
Forest, and Decision Tree (DT), where the LR was used to predict students’ major paths as a
binary outcome for the main two majors. RF and DT were used to categorize students based
on study path, demographics, orientation, and goals. The results showed that RF had the
highest accuracy, at 94%. The authors in [19] implemented a college major recommendation
system. SVM, NB, DTC, Gradient Boosting Decision Tree (GBDT), RF, Convolutional Neural
Network (CNN), and Recurrent Neural Network (RNN) as well as collaborative filtering
(CF) were trained on the collected data, and RF was able to achieve the highest accuracy of
97%. The authors in [3] introduced a system to predict the undergraduate specialization for
students based on academic history and market needs. A few ML algorithms, including
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DTC, extra tree classifier (ETC), RF, gradient boosting classifier (GBC), and SVM were
trained. This system was able to achieve the highest accuracy of 75% using RF. The
researchers in [20] introduced an adaptive system to recommend a suitable engineering
department, based on the preparatory year grades and the final grades upon completing
the program, by training multiple ML such as SVM, linear regression (LR), and RF. The
RF reached an accuracy of 82.57%. Other researchers, such as in [10], introduced an expert
system to assist high school students in selecting their university program using the DTC
algorithm, which simplifies the decision-making process by breaking it down into a series
of simpler decisions, making the solution easy to understand. This system was able to
achieve an accuracy of 98%.

Some researchers follow a hybrid or hierarchal model that combines two or more
algorithms. The study [21] used a hybrid model that combined the multi-class SVM and
KNN algorithms, where the SVM classified the graduate schools that are likely interesting
to a candidate, and the KNN algorithm classified universities and colleges, using the same
skills and prerequisites. Similarly, [21] adopted a hybrid model that combined both Knowl-
edge Base (KB) and Collaborative Filtering to help students in choosing their university,
university majors, and job options; the CF was used to calculate student scores and generate
recommendations based on similarities. Then, the outcome of the CF was input into the
KB recommendation system to recommend personalized suggestions based on a student’s
demographic and academic history. The study [22] utilized data on academic results,
personality, and intelligence to select the appropriate major using a hierarchal classification
approach; the first classifier was responsible for predicting the main streams, and another
classifier (for each stream) predicted the subcategory of the major. Each classifier in this
hierarchal model was trained using two classification algorithms, Random Forest and
Multi-Layer Perceptron, in addition to 10-fold cross-validation to confirm the classifica-
tion accuracy, which ranged from 89.29% to 96.10% using the RF and confirmed that the
hierarchal model outperformed the flat one. Anther hierarchal model was implemented
in [23] using Multi-level SVM to categorize a graduate school; a KNN algorithm was used
to generate graduate programs with comparable prerequisites and qualifications, with an
accuracy of 58%.

Deep Learning Algorithms have also been used in this field. For instance, in [24],
the Deep Neural Network algorithm along with five other ML classification algorithms,
including LR, SVM, KNN, RF, DT, and Gaussian Naive Bayes, were used for university
admission systems. The results show that the Deep Neural Network algorithm was the
best, with an accuracy of 95.1%. Other researchers [25] have compared the Neural Network
against Nearest Neighbor and Decision Tree; the former was able to achieve 71.30%.

Despite the existence of these related research works, there remain several challenges.
For instance, in some research [15], the major prediction is decided based on the student’s
score at high school, without considering other factors such as the job market, academic
history, etc. Many existing studies achieved only a low classification rate, e.g., [1,12,13,26].
Other research works have achieved high classification results; however, they depend on
a complex workflow of preprocessing the data. For instance, the authors in [14] initially
prepared the data by applying a certain filtration, discretization process, and binarization
for the features and even applied data augmentation techniques to increase the size of the
data [21]. Furthermore, some researchers have used sophisticated classification algorithms
to improve the accuracy rate. For example, in [19], a hybrid model was built, in [15,18,23] a
hierarchical model was adopted, and in [17] the implemented system was based on using
big data technology concepts such as Hadoop and MapReduce. Finally, not all researchers
consider the hyper-parameter optimization for the ML, for instance, [3]. In this research,
the proposed model aimed to solve these problems by considering both the student’s
academic history and data from the job market (e.g., the student’s grades in high school
and the expected salary of a student). A number of ML algorithms and hyperparameter
optimization were used with this data to obtain the best performance.
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3. Materials and Methods

Generally, developing a recommendation system for choosing the most appropriate
major at universities involves several main steps, as shown in Figure 1, including data
gathering, data preprocessing and visualization, and machine learning processes.
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Figure 1. The workflow of a machine learning–based model for major recommendation systems at
higher education institutes.

3.1. Data Collection and Preparation

The data used in this research work are public data that were published on Kaggle [27]
and were collected through a study of MBA students at CMS Business School in January
2020. This dataset includes information related to academic history and the job market. The
data mainly consist of 216 sample students with 13 input features and the specialization
as the target feature. The target feature has two fields, namely the marketing and finance
field and the market and human resources field. The first major was labeled as 1, and the
latter as 0. Table 1 below specifies the features included in the dataset. The data include the
features that are related to the job market, such as work experience, employment status,
and salary after graduation.

Table 1. Dataset description.

Feature Name Description Data Type

Gender Student gender Categorical
Serial Number Student serial number Numerical

SSC_P Secondary school percentage Numerical
SSC_b Secondary school board studied (Class 10) Categorical
HSC_P Higher secondary school percentage (Class 12) Categorical
Hsb_p Higher secondary school board studied (Class 12) Categorical
Hsb_s High secondary school (Class 12) specialization Categorical

Degree_p Degree percentage Numerical
workex Work experience Categorical
Etest_p Entry test result Numerical

specialization Specialization Categorical
Mba_p Student percentage in MBA Numerical
Status Student placement status Categorical
Salary Student salary Numerical

This dataset was chosen for this research because it is publicly accessible and differs
from other datasets used in this field of study in that it includes both academic perfor-
mance of the student and labor market status for the chosen specialization, which implies
employment and a good salary after graduation. This dataset was also used by the [3]; we
conducted a comparison between our results and the outcomes of this study.
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3.2. Data Processing and Visualization

In this stage, the data were cleaned and prepared for the visualization and learning
processes. Using the Python module, we then applied multiple preprocessing mechanisms
to clean and prepare the data for later tasks. First, we dealt with missing values; 67 missing
values were found in this dataset. In particular, in the salary columns, in the case that the
student had not been placed at a job after graduation, there was a null salary value; thus,
this value was replaced with zero. Then Label Encoder was used to convert categorical
feature labels into numeric values, which simplifies the use of ML techniques in later
steps; a detailed description of the labeling process is shown in Table 2. As well, the
data were normalized to scale all values between 0 and 1 using the MinMaxScaler, as the
data contained some outliers (see Equation (1)). Figure 2 shows the data before and after
normalization. Finally, the dataset was split into a training and testing dataset, with a
ratio of 80:20, i.e., 173 samples and 43 samples for training and testing, respectively. For a
fair comparison with the work in [3], the dataset was also split into a training and testing
dataset, with a ratio of 70:30.

x′ =
xi −min(x)

max(x)−min(x)
(1)

Table 2. Label encoding conversions.

Feature Name Feature Labels Map

gender Female (0), Male (1)
ssc_b Others (0), Central (1)
hsc_b Others (0), Central (1)
hsc_s Commerce (0), Science (1), Arts (2)

degree_t Sci&Tech (0), Comm&Mgmt (1), Others(2)
workex No (0), Yes (1)

specialization Mkt&HR (0), Mkt&Fin (1)
status Placed (0), Not Placed (1)
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Figure 2. The distribution of the data before and after normalization: (a) the distribution before
normalization; (b) the distribution after normalization.

Data visualization provides a better and more timely understanding of the data; it
helps determine the data quality, trends, and relationships, select the proper model, and
decide how to proceed with the subject at hand. A bar plot is used to determine the
distribution of students in each major by gender in Figure 3a. We can see the number of
students (males and females) involved in Marketing and Finance or Marketing and Human
Resources majors; the number of females is less than the number of males in the sample and
approximately the same for both programs, while the males seem to be more interested in
Marketing and Finance. Figure 3b presents the correlation matrix, which shows that there
is no collinearity between the input variables, except the status and salary; thus, status
column was removed. All the remaining input features can be used in building a machine
learning model.
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3.3. Model Classification and Tuning

We used three ML algorithms, DT, SVM, and RF, with hyper-parameter tuning to
optimize the ML model parameters to achieve the best performance. The GridSearchCV
technique was used for hyperparameter optimization; the hyperparameter is the parameter
that is used to configure the algorithm or to determine the loss function minimization [28].
It picks up the parameters with the highest performance by searching for given values of
the hyperparameters for the training algorithm that guarantee a significant improvement
and a performance better than one selected randomly [29]. In addition, the GridSearchCV
performs cross-validation during the training process. The data are divided into training
data and testing data; the cross-validation divides the training data into k sets. Each time
through the iteration, one partition is kept for testing and the other k-1 partitions are used
to train the model. In the next iteration, the next partition is used as testing data and the last
k-1 is used as training data, and so on. At each step, the model’s performance is recorded.
Finally, the average of all the results is given. In order to determine the predictive model’s
capacity to generalize and to avoid overfitting, cross-validation is one of the most popular
data resampling techniques. The complete learning set is often subjected to the learning
function to construct the final model for the forecasting of real future cases. It is not possible
to cross-validate the final model. The goal of cross-validation during model construction is
to predict how well the final model will perform when applied to fresh data [30].

3.3.1. Decision Tree (DT)

The DT algorithm is a tree-based supervised algorithm for both classification and
regression. Each route from the root node to the leaf node is represented as a series of
data separations, until a classification result is achieved at the leaf. The splitting is mainly
conducted based on the information gain, which is a measure of how much knowledge is
obtained from the variable in the dataset [31]. DT hyperparameters include the criterion,
which is a split quality measurement function; max_depth, which is the maximum depth
for the tree; min_samples_leaf, which is the minimum sample number to decide a leaf; and
min_samples_split, which is minimum sample number to decide a split [32].
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3.3.2. Support Vector Machine (SVM)

SVM is one of the supervised learning techniques for classification, regression, and
outlier detection. SVM is a classifier that works by creating a hyperplane or multiple
hyperplanes for separation, which implies giving the training data labels, based on the
optimal hyperplane, that will categorize the new sample [33]. SVN’s hyperparameters
include the kernel, which has a default value of RBF and which was used to hyper-tune
the C parameter, which is the regularization parameter, and Gamma, which is the kernel
coefficient [34].

3.3.3. Random Forest (RF)

Random Forest is a supervised classifier that can be useful for regression and classifica-
tion analysis. RF concept is based on constructing a set of decision trees on the training data
and giving predictions based on a high accuracy tree and majority vote. RF provides a high
classification rate and can handle both outliers and noise; it is also less exposed to overfit-
ting [35]. The RF algorithm hyperparameters are criterion, which is the split quality mea-
surement function; max_depth, which is the maximum depth for the tree; min_samples_leaf,
which is the minimum sample number to decide a leaf; min_samples_split, which is the
minimum sample number to decide a split; and n_estimators, which is the number of
decision trees to be built on the RF.

After training, many performance metrics were used to evaluate the trained models,
and the model with the best performance was chosen based on accuracy, the receiver
operating characteristic (ROC), and the confusion matrix, which contains the false positive
(FP), false negative (FN), true positive (TB), and true negative (TN). The true positive rate
(TPR) and false positive rate (FPR) were based on the following equations:

TPR = TP/TP + FN (2)

FPR = FP/FP + TN (3)

Accuracy = TP + TN/TP + TN + FP + FN (4)

4. Results

The first experiment in this research used the ML learning algorithm without any
hyper-tuning for the hyperparameter. This was applied twice, using the 20:80 and 30:70
testing:training ratio. Table 3 shows the obtained results [3].

Table 3. Comparison of accuracy results between the related work [3] and this research without
applying hyper-tuning.

ML Model Related Work Results * 30:70 Testing:Training Ratio 20:80 Testing:Training Ratio

Decision Tree Classifier 55.38% 71.00% 74.00%
Support Vector Machine 52.31% 74.00% 79.00%
Random Forest Classifier 75.38% 77.00% 86.00%

* Related work from [3], where a 30:70 testing:training ratio was used with no hyper-tuning.

The DT hyperparameters were hyper-tuned, including the criterion, max_depth,
min_samples_leaf, and min_samples_split. Table 4 shows the values used for each parame-
ter and the combination of the hyperparameters that was selected as the best estimator. The
decision tree–trained model achieved an accuracy of 79% using five-fold cross-validation.
The confusion matrix, true positive rate, and false positive rate were calculated for the SVM
model, as shown on Figure 4a and Table 5.
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Table 4. Decision Tree best hyperparameter combination after hyper-tuning.

Hyperparameter Name Hyperparameter Values Hyperparameter Optimal Value

criterion gini, entropy entropy
max_depth 100, 200 100

min_samples_leaf 2, 3 2
min_samples_split 1, 2, 3, 4 3

Table 5. Accuracy, TPR, and FPR of machine learning model experiments.

ML Model True Positive Rate False Positive Rate Accuracy

Decision Tree Classifier 66.67% 12.00% 79.00%
Support Vector Machine 75.00% 11.11% 84.00%
Random Forest Classifier 94.00% 4.00% 95.00%
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The hyper-tuning was applied to the SVM for the C and Gamma hyperparameters.
Table 6 shows the hyperparameter values and the combination that was selected as the
best estimator parameters that trained the model to give the best accuracy of 84.00% using
five-fold cross-validation. Figure 4b and Table 5 shows the confusion matrix for the SVM
model with TPR and FPR values.

Table 6. Support vector machine best hyperparameter combination after hyper-tuning.

Hyperparameter Name Hyperparameter Values Hyperparameter Optimal Value

C 0.001, 0.01, 0.1, 1, 10 10
Gamma 0.001, 0.01, 0.1, 1 0.1

The same hyperparameters applied to the RF, including the criterion, max_depth,
min_samples_leaf, min_samples_split, and n_estimators. The parameter combination
shown in Table 7 was selected as the best estimator and was used in training the algorithm.
The algorithm with these parameters was able to outperform both the DT and SVM, with
an accuracy of 95% using five-fold cross-validation. Figure 4c shows the confusion matrix
for the RF with TPR and FPR.
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Table 7. Random Forest best hyperparameter combination after hyper-tuning.

Hyperparameter Name Hyperparameter Values Hyperparameter Optimal Value

criterion gini, entropy gini
max_depth 100, 200, 300, 400, 500 100

min_samples_leaf 1, 3 1
min_samples_split 2, 3 3

n_estimators 100, 200, 250 200

In our experiment, we found that the accuracy and TPR of the RF were the highest,
whereas the FPR was the lowest among the other alternatives, as shown in Figure 5. An
essential method for measuring the efficacy of an ML model is the receiver operating
characteristic curve (ROC). This is a 2D ROC curve representing the relation between FPR
and TPR and showing the prediction ability of the generated model.
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To examine the importance of input variables to the model, the variable importance
plot, as shown in Figure 6, was used; it provides the most significant features in descending
order based on a mean decrease in Gini. This result implies that the top variable has greater
effect on the model results than the bottom one and has classification power. The plot
shows that degree percentage, MBA percentage (mba_p), entry test result (etest_p), salary
and student percentage, and field in secondary school (hsc_p, ssc_p) play important roles
in predicting the appropriate major for students. The model can be built based on these
features; removing any of these features will cause a drop in the accuracy. Predicting the
student specialty is weakly influenced by other variables such as gender, work experience,
etc., which shows that dropping these features may improve the model accuracy.

As part of testing the features’ importance in the major selection, we dropped the fea-
tures, starting from the smallest importance, and monitored the accuracy, which increased
after dropping the variables gender, hsc_b, ssc_b, workex, and degree_t; when the hsc_s
was dropped, the accuracy decreased again, which showed that this feature was important
to the classification process, while the other dropped variables did not contribute greatly to
the classification process. Table 8 demonstrates the results of this experiment.

Table 8. Results of accuracy of machine learning models after dropping low-importance features.

ML Model Accuracy before Dropping Accuracy after Dropping

Decision Tree Classifier 79.00% 83.70%
Support Vector Machine 84.00% 86.00%
Random Forest Classifier 95.00% 97.70%
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5. Discussion

After applying the first experiment, without hyper-tuning on both data split ratios
30:70 and 20:80, the obtained result, as shown in Table 3, demonstrates that our model
outperforms the work presented in [3], even without hyper-tuning and using the same
testing:training ratio. This is related to the preprocessing performed before training the
models, including the normalization and hot encoding, which transformed the data into a
format suitable for ML algorithms, leading to higher performance. Moreover, increasing
the training dataset size against the testing dataset size (80:20) had a positive impact on the
classification rates, especially the RF algorithm, with an increase of 9%. This underlines that
the model did not see all the samples when the 70:30 ratio was used, as some characteristics
existed on the testing and not the training dataset. This implies the need to use k-fold
cross-validation, where the dataset is split into K sets, and the test is applied K times, which
can make the models more generalizable and guarantee that the model behavior is optimal.
The result is comparable with the results in [3]; however, it can be improved by applying
hyper-tuning for the hyperparameters.

For the next experiment, hyper-tuning was applied on all the ML models. Figure 4a
and Table 5 show the confusion matrix for the DT model, which shows the classification rate,
where the TPR = 66.67% and FPR = 12% with an accuracy of 79%. This means that the model
was able to predict 66.67% the choice of the Marketing and Finance major correctly, while
12.00% of this major was classified erroneously, with the actual choice being Marketing
and Human Resources. The SVM, as shown in Figure 4b and Table 5, shows the confusion
matrix for the SVM model, with TPR = 75% and FPR = 11.11%. These values show that
the SVM model classified 75% of the Marketing and Finance major correctly, while 11.11%
was labeled incorrectly with this major. The RF algorithm with the selected parameters
was able to outperform both the DT and SVM, with an accuracy of 95% using the five-fold
cross-validation. Figure 4c shows the confusion matrix for the RF, with TPR = 94.90% and
FPR = 4%. For the prediction of studying Marketing and Finance, 94.90% matched this
major, and only 4% was labeled erroneously. Moreover, the constructed ROC in Figure 5
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implies that the RF has the best performance in implementing our classifier, as its curve is
confirmed closest to the upper left corner, which is the optimal point of TPR = 100.00% and
FPR = 0.00%; RF had a very close value of TPR = 94.90% and FPR = 4.00%.

The final experiment was the feature importance test and the dropping of insignificant
features. The results in Table 8 illustrate the accuracy after dropping the aforementioned fea-
tures. It can be seen that the classification rate increases after dropping the low-importance
features mentioned above from the dataset.

In this research, we used the same approach as in [3] as well as the same dataset.
However, in our proposed model, we hyper-tuned the ML methods, which led to real
improvements in the prediction rates, as shown in Table 9. As part of the evaluation of our
machine learning models, a comparison was conducted with this article’s outcome. The
following table summarizes the accuracy of each model for the related work, our model
without/with hyper-tuning using a 30:70 training:testing data ratio and without/with
hyper-tuning using a 20:80 training:testing data ratio.

Table 9. Comparison of accuracy results between the related work [3] and this research.

ML Model Related
Work Results *

Without
Hyper-Tuning on

30:70 Testing:
Training Ratio

With
Hyper-Tuning on

a 30:70 Testing:
Training Ratio

Without
Hyper-Tuning On

20:80 Testing:
Training Ratio

With
Hyper-Tuning on

20:80 Testing:
Training Ratio

Decision Tree
Classifier 55.38% 71.00% 74.00% 74.00% 79.00%

Support Vector
Machine 52.31% 74.00% 80.00% 79.00% 84.00%

Random Forest
Classifier 75.38% 77.00% 92.30% 86.00% 95.00%

* The work conducted in ref. [11], where a 30:70 testing:training ratio was used with no hyper-tuning.

The results in Table 9 demonstrate that our model outperforms the work presented in [3];
these results confirmed the significance of the correct preprocessing of the data, increasing
the training data set size, the use of cross-validation, which helps to make the model more
generalizable and perform better on the unseen data, and the hyper-tuning of the machine
learning algorithms, which finds the optimal combination of hyperparameters, leading to
an improvement in the classification rate and a more accurate model.

6. Conclusions

This research proposed an enhanced intelligent recommendation system, as compared
to the published work in [3], to predict the appropriate undergraduate specialty based on
data that include both student academic history and the job market status. In this study,
we trained a set of machine learning algorithms to develop a recommendation system for
predicting suitable university majors. To improve the performance, ML hyper-tuning was
applied, which had a significant role in increasing the performance of the ML algorithms and
helped to introduce a much more accurate system compared to the work in [3]. In addition, the
study focused on the importance of input features, which had a large effect on simplifying
the overall classification process by reducing the number of input features, consequently
leading to a better result. The resulting findings confirmed the importance of hyper-tuning
and of input features in such a high-accuracy model; the RF algorithm was the best, with an
accuracy of 97.70% compared to an accuracy of 75.00% in the previously published work.
The model was able to achieve this accuracy considering both the historical academic data
and the job market and without adopting an overly complex model structure. Based on
these results, we can conclude a few points and recommendations that should be taken into
consideration in implementing a machine learning model. (1) Hyperparameter tuning is the
main step in ML modeling, minimizing the error and ensuring predictions are as close as
possible to actual values. (2) The data size in general and the training size more specifically
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have a great effect in making the model more accurate. (3) Using cross-validation is
important, as it helps to assess whether a model is accurate in a real-world environment
with new and dynamic data. (4) Data visualization plays an important role in exploratory
data analysis before applying machine learning models. (5) The significance of features
is an integral component of model development. It identifies which features passing
into a model have a greater impact on prediction generation than others. The results of
identifying significant characteristics can directly inform model testing and explain ability.
It has recently been shown that deep learning approaches have played an important role in
improving the linear separability through constructing the apropos feature set [36]. Thus,
investigating these new approaches on our classification problem would be worth to be
considered in the future. In addition, other recommendation systems could be explored,
including those that can predict whether the student will gain employment and the likely
salary after graduation, using the same data.
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